Three-dimensional recording by tightly focused femtosecond pulses in Li Nb O 3
Saulius Juodkazis, Markas Sudzius, Vygantas Mizeikis, Hiroaki Misawa, Eugene G. Gamaly, Youwen Liu, Oleg A. Louchev, and Kenji Kitamura

Citation: Applied Physics Letters 89, 062903 (2006); doi: 10.1063/1.2335364
View online: http://dx.doi.org/10.1063/1.2335364
View Table of Contents: http://scitation.aip.org/content/aip/journal/apl/89/6?ver=pdfcov
Published by the AIP Publishing

Articles you may be interested in
Femtosecond laser ablation of dielectric materials in the optical breakdown regime: Expansion of a transparent shell

Waveguiding and nonlinear optical properties of three-dimensional waveguides in Li Ta O 3 written by high-repetition rate ultrafast laser
Appl. Phys. Lett. 93, 111106 (2008); 10.1063/1.2980437

Optical waveguide fabrication in z-cut lithium niobate (LiNbO 3 ) using femtosecond pulses in the low repetition rate regime

Three-dimensional crystallization inside photosensitive glasses by focused femtosecond laser

Demonstration of high-density three-dimensional storage in fused silica by femtosecond laser pulses
J. Appl. Phys. 94, 1304 (2003); 10.1063/1.1589596
Three-dimensional recording by tightly focused femtosecond pulses in LiNbO₃
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The authors report on a three-dimensional single-shot optical recording by 150 fs pulses at 800 nm wavelength in Fe doped LiNbO₃. The rewritable bits (2 × 2 × 8 μm³) are demonstrated. The highest refractive index modulation of ~10⁻³ per single pulse has been formed by preferential photovoltaic effect at close to the dielectric breakdown irradiance of ~6.7 TW/cm² and was independent of polarization (in respect to the c axis). The achievable refractive index modulation is evaluated and the recording mechanisms are discussed. © 2006 American Institute of Physics. [DOI: 10.1063/1.2335364]

Nonlinear optical crystals LiNbO₃ have a very wide field of applications including three-dimensional (3D),¹ holographic optical memory,²,³ and photonic crystals.⁴ The photorefractive mechanisms of a photinduced space-charge field Eₛc formation, which induce corresponding refractive index modulation via the electro-optical effect,⁵ are well understood at weak continuous wave (cw) or pulsed laser exposure.⁶,⁷ The buildup of Eₛc field is a result of electron diffusion and retrapping, hence limiting the overall rate of recording. Usually, a prolonged exposure of hologram by cw or pulsed illumination is necessary to achieve a high efficiency of diffraction for high fidelity readout. The stability of the recorded structures is limited by the dark-current conductivity and photoconductivity. The thermal fixing provides the best results for optically nonerasable memories.⁸

Here, we show formation of a micrometer-sized domain of a high refractive index modulation (~10⁻³) predominantly via a photovoltaic effect by a single-pulse exposure. The contributions of diffusion, pyroelectric, and photovoltaic mechanisms of refractive index modulation at high irradiance (~1 J/cm²) have been estimated.

Single near-stoichiometric (Li/Nb=49.85/50.15) 400 ppm Fe doped crystals (Y cut) [Fig. 1(a)] were used in this study due to larger photo-refractive sensitivity than the conventional congruent LiNbO₃.⁹ The laser source (Hurricane, Spectra Physics) was delivering 150 fs pulses of 800 nm wavelength at repetition rate of 1 kHz. The thresholds for recording of optically recognizable modification (visualized through the refractive index modulation in the vicinity of the focal spot) were 3.8±0.5 nJ in LiNbO₃:Fe and 5.2±0.5 nJ in undoped LiNbO₃ (a reference sample), respectively, for focusing by an objective lens of numerical aperture NA=0.55 at a 50 μm depth. In order to minimize the spherical aberration, the divergence of the laser beam was tuned for the smallest value of the breakdown and the smallest cross section of photomodification site. The aberration free focusing of a plane wave would correspond to the waist (radius) w₀=0.61λ/NA=0.88 μm (at a 1/e²-intensity level), while the full width at half maximum (FWHM) radius would be smaller by a factor of √ln(2)/2. The diameter of the bit formed by a single 7 nJ pulse was approximately 1.1 μm (FWHM) as observed in microscope with a higher NA=1.35 objective lens. This is close to the expected focal FWHM cross section. Permanent structural damage occurred at 11–12 nJ pulse energy as a result of dielectric breakdown causing the largest refractive index modulation observed. Hence, the formation of refractive index modulation at high irradiance I=6.7 TW/cm² (fluence F=1 J/cm²), which corresponds to a 10 nJ pulse of 150 fs with the waist of r₀=0.55 μm, was considered in the modeling of light-matter interaction. The axial extent of the photomodified volume, the Rayleigh length, was z₀=πw₀²β/λ=6.8 μm; here n=2.2 is the real part of the refractive index in LiNbO₃.

Figure 1 shows a 3D recording (b) and rewriting [(c) and (d)] of photomodified regions, voxels, in LiNbO₃:Fe at 10 μm depth. Rewriting was confirmed by recording different patterns [bottom upwards in (c)]; (i) line of voxels at 0.5 μm separation, (ii) same line passing over a single prerecorded bit, (iii) a single bit recorded after procedure (i), and (iv) a single bit. The resulting pattern after 20 and more cycles of rewriting is shown in (d). When polarization of recording and imaging was perpendicular to the c axis, the highest contrast resulted (Fig. 1). The observed optical modulation and contrast are consistent with a space-charge field pattern generated via photovoltaic effect.¹⁰,¹¹ It is noteworthy that there was no polarization dependence of the voxel contrast on polarization of recording.¹¹ This is different from femtosecond multipulse recording,¹² most probably, due to considerably smaller spot size in our experiments. The brighter regions (Fig. 1) correspond to the refractive index increase and vice versa.¹¹ An inverted optical contrast was...
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... introduces a spherical aberration when focused at increasing pulse energy 6 nJ. Hence, the writing, erasing, and rewriting at the same wavelength by single pulses have been demonstrated. Since an effective recording of refractive index modulation occurs along the c axis, a 3D stacking of voxels' planes is possible in LiNbO₃. A high refractive index of LiNbO₃, n=2.2878 (o ray) 2.189 (e) (at λ < 0.63 μm), introduces a spherical aberration when focused at increasing depth; however, this problem can be alleviated by usage of afocal optics (control of divergence of the laser beam).

The refractive index modulation was estimated by measuring the diffraction efficiency of Λ=3 μm gratings recorded with the grating vector parallel to the c axis (no erasing). The distance between the adjacent voxels was 0.2 μm. A high diffraction efficiency of the He–Ne laser, η=I₁/I₆= (πΔn/dλ)² = 2%, was observed, which roughly corresponds to the refractive index modulation of Δn≈ 6x10⁻³; I₁,6 are the intensities of the diffracted and transmitted beams, respectively, d=0.6 μm is the thickness of grating, and λ=633 nm is the wavelength of readout. The high value of refractive index change and the possibility to form it by a single pulse of high intensity are demonstrated experimentally. We discuss below the contribution of different mechanisms and the maximum refractive index modulation at a prebreakdown exposure by a single pulse.

The light-matter interaction relevant to the employed high irradiance (intensity) is considered theoretically; the avalanche and multiphoton absorption rates are estimated. The gain of net energy via electron-lattice collisions by an electron oscillating in the electromagnetic field of the laser beam, Joule heating, can be calculated by

\[
\frac{de_e}{dt} = 2e_{osc} \frac{\omega^2 \nu_{e-ph}}{(v_{e-ph}^2 + \omega^2)} = 2e_{osc} \nu_{e-ph},
\]

where ν_{e-ph} is the electron-phonon collision rate, e_{osc} the quiver energy of electron, and ω the cyclic frequency of light. The electron-phonon collision rate can be estimated in two ways. First, starting from the known heat diffusion, D=1.5x10⁻²cm²/s, and using D=νₚ/(3ν_{e-ph}) with the assumption that sound velocity is vₛ=4 km/s, one obtains ν_{e-ph}=3.5 THz. Also, the phonon frequency can be estimated as the sound velocity divided by the interatomic distance (5.148–13.865 Å), i.e., ν_{e-ph}=8–2.9 THz. The value ν_{e-ph}=5 THz will be used in further calculations. The electron oscillation energy in the laser field for a linearly polarized wave reads (in a scaling form) e_{osc}=9.3λ² [eV], where \( I \) is in 10¹⁴ W/cm² and λ in micrometers. By taking \( I=6.7 TW/cm² \), one gets e_{osc}=0.4 eV. Then, for a ν_{e-ph}=5 THz, one obtains the electron energy gain rate of 2x10¹² eV/s and ionization rate by the avalanche process \( w_{av}=(1/\Delta gap)(de_e/dt) ≈ 0.5 THz \). Hence, the avalanche cannot produce sufficient number of conductivity electrons to the end of a 150 fs pulse by transferring them from valence to conduction band, \( w_{av}ν_p=0.075 \). However, the electron energy is sufficient for excitation of electrons from impurity levels located less than 0.4 eV below the edge of conduction band.

It is reasonable to take the ionization probability (per atom per second) in the multi-photon form: \( w_{mpi}=ω^{3/2}_p(e_{osc}/2Δ gap)^{n_ph} \); here \( n_ph=Δ gap/ℏω ≈ 4/1.55 eV ≈ 2.575 \) is the number of photons necessary for electron to be transferred from valence to the conductivity band. Taking \( ω=2.356 fs⁻¹ \) and band gap 4 eV, one gets \( w_{mpi}=4.9x10^{11} \) (multiphoton) s⁻¹. Assuming flat-top-hat intensity distribution and taking \( I=6.7 TW/cm² \), one gets \( w_{mpi}=4.65 THz ≈ w_{av} \). For the Gaussian pulse with same maximum amplitude value \( I \), the ionization rate should be reduced by \( 2/n_ph=3.19 \) times yielding in \( w_{mpi}=1.46 THz \). Therefore, the number of conductivity electrons produced by a multiphoton process to the end of 150 fs pulse...
is $n_e = \text{w}_{\text{mp}} n_0 \tau_p = 2 \times 10^{22} \text{ cm}^{-3}$ (the atomic density $n_0 = 9.45 \times 10^{22} \text{ cm}^{-3}$), well in excess of the critical density $n_{cr} = 1.76 \times 10^{21} \text{ cm}^{-3}$ at 800 nm wavelength.

Let us suggest that the number of excited electrons equals the critical density to the end of the pulse and $\omega_e \sim \omega \gg \nu_{\text{e-ph}}$. Then, the real part of the dielectric function will remain almost unchanged, $\kappa \sim n_e^2$, while the imaginary part responsible for absorption is $\varepsilon'' = n_{\text{e-ph}} / \omega$. The imaginary part of the refractive index expresses as $\kappa = \varepsilon'' / 2n_0 = n_{\text{e-ph}} / \omega n_0 = 5 \times 10^{-4}$ (with $n = 2.2$). Then, the absorption length (for an $E$ field) becomes $l_a = c / \kappa \omega n_0 = 250 \mu\text{m}$.

The electron energy can be estimated by the following equation with the energy losses due to interaction with a lattice and heat conduction are neglected:

$$\frac{\partial C_p T_e}{\partial t} = \frac{2A}{l_{\text{abs}}} F(r, z, t),$$

(2)

where $A$ is the absorbance, $l_{\text{abs}}$ is the absorption length, $C_p$ the specific heat capacity per electron, $T_e$ the electron temperature, and $n_e$ the electron density. The estimate of the temperature to the end of laser pulse then reads

$$T_e = \frac{2A I_t \rho}{C_p n_e l_{\text{abs}}},$$

(3)

One can estimate the electron temperature rise considering that the electrons are degenerate with $C_p = (\pi^2 / 2) T_e / \kappa n_e$. For $n_e = n_{cr} = 2 \times 10^{22} \text{ cm}^{-3}$, $A = 2 \zeta_0 / l_s = 2.5 \times 10^{-2} \text{ cm}$, $F = I_{ell} = 1 \text{ J/cm}^2$, $l_s = 2.9 \mu\text{m}$, and the Fermi energy $e_F = 10 \text{ eV}$, one gets $T_e = (8 \zeta_0 / \pi^2 l_s n_e) e_F$. To the end of the 150 fs pulse, the electron temperature comprises $T_e = 0.2 \text{ eV}$. Electrons transfer the absorbed energy to the lattice during the time $\tau_{\text{e-L}} = \nu_{\text{e-ph}} / \kappa M / m_e$. For the average mass of an atom $M = 29.6 \text{ a.u.}$ and free electron mass $m_e$, one finds $\tau_{\text{e-L}} = 4.6 \times 10^{-11} \text{ s}$. The total absorbed energy per volume reads $E_{\text{abs}} = 2A \cdot l_{\text{abs}} / l_{\text{abs}} = 1.85 \text{ J/cm}^3$. Thus, the temperature rise $\Delta T_e = 0.6 \text{ K}$ in a lattice is negligible [specific heat capacity $C_p = 0.63 \text{ W/(kg K)}$]. This implies that contribution of pyroelectric effect in buildup of $E_{\text{xx}}$ was not effective in the considered case.

The contribution from diffusion and photovoltaic fields is considered next. The diffusion field reads $E_{\text{diff}} = (T_e / e) \times (\nabla n_e / n_e)$; here $e$ is the electron charge. Taking $T_e = 0.2 \text{ eV}$ (at pulse end) and $\nabla n_e / n_e \approx \nu_{\text{e-ph}}^{-1} \approx 2 \times 10^{-4} \text{ cm}^{-1}$ (in the plane of $c$ axis), one gets moderate field of $E_{\text{diff}} \approx 3.6 \text{ kV/cm}$. This field decays along with the temperature decrease and smoothing the gradients due to the electron-lattice energy exchange and heat conduction.

The photovoltaic current $J_{\text{ph}}$ can be excited in noncentrosymmetric medium due to laser excitation

$$J_{\text{ph}} = l_{\text{abs}} \text{G},$$

(4)

where $G$ is the Glass constant. If the laser beam is incident in the direction perpendicular to the $c$ axis in LiNbO$_3$, then the photovoltaic current is excited in the $c$ direction. The quasi-steady electric field is $E_{\text{ph}} = J_{\text{ph}} / \sigma$. The real part of the conductivity during the laser pulse action reads

$$\sigma = \frac{e^2 n_e \nu_{\text{e-ph}}}{m_e (\omega^2 + \nu_{\text{e-ph}}^2)}.$$

(5)

The conductivity in the absence of laser field (after the pulse end) takes the form $\sigma = e^2 n_e / m_e \nu_{\text{e-ph}}$. In the considered case, when $\omega_e \sim \omega \gg \nu_{\text{e-ph}}$, one can present Eq. (5) in the form $\sigma = \nu_{\text{e-ph}} / 4 \pi \Delta \cdot 0.4 \text{ THz}$. Now taking $G_{\text{33}} = 3 \times 10^{-9} \text{ cm/V}$ with the use of Eq. (4), one obtains $E_{\text{ph}} = 1.62 \text{ MV/cm}$, obviously the strongest effect from the all discussed.

The change in the refractive index due to presence of the field of the charge separation reads

$$\Delta n = - \frac{n_e^3}{2} E_{\text{xx}}.$$  

(6)

For LiNbO$_3$ the ratio $\lambda / n^3 \cdot r = U_{\text{xx}} = 2 \text{ kV}$ for $\lambda = 630 \text{ nm}$, corresponding for 800 nm, one gets $n_e^3 \cdot r = 6.35 \times 10^{-3} \text{ cm/V}$ ($r$ is the electro-optic coefficient). Therefore, the theoretically achievable change of the refractive index is $|\Delta n| = 5.14 \times 10^{-2}$ at the pre breakdown irradiance of $I = 6.7 \text{ TW/cm}^2$. The calculated value is a theoretical maximum and it is, most probably, overestimated because the electron-phonon collision frequency in LiNbO$_3$ is not measured directly but is calculated. In our experiments, the optical contrast shown in Figs. 1(c) and 1(d) corresponds to the refractive index modulation approximately five times lower than the maximum estimate for a single pulse exposure.

In conclusion, a rewritable 3D optical memory has been demonstrated with refractive index modulation up to $6 \times 10^{-3}$. This large change can be recorded by a single femtosecond laser pulse using a dry objective lens proving an application potential. The photovoltaic mechanism accounts for the upper-bound estimate of achievable refractive index change by a single femtosecond laser pulse.
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